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ABSTRACT: 

Heterogeneity, scale, timeliness, complexity, and privacy problems with Big Data impede progress at all phases of the 
pipeline that can create value from data. The problems start right away during data acquisition, when the data 
tsunami requires us to make decisions, currently in an ad hoc manner, about what data to keep and what to discard, 
and how to store what we keep reliably with the right metadata. Much data today is not natively in structured 
format; for example, tweets and blogs are weakly structured pieces of text, while images and video are structured for 
storage and display, but not for semantic content and search: transforming such content into a structured format for 
later analysis is a major challenge. The value of data explodes when it can be linked with other data, thus data 
integration is a major creator of value. Since most data is directly generated in digital format today, we have the 
opportunity and the challenge both to influence the creation to facilitate  
Later linkage and to automatically link previously created data.  Data analysis is a clear bottleneck in many 
applications, both due to lack of scalability of the underlying algorithms and due to the complexity of the data that 
needs to be analyzed. Finally, presentation of the results and its interpretation by non-technical domain experts is 
crucial to extracting actionable knowledge. 

 -------------------------------------------------------------------------------------------------- 
 
CHALLENGES AND OPPORTUNITIES WITH 
BIG DATA  
 
1. INTRODUCTION  
 
Big Data has the potential to revolutionize not just 
research, but also education.. A recent detailed 
quantitative comparison of different approaches taken 
by 35 charter schools in NYC has found that one of 
the top five policies correlated with measurable 
academic effectiveness was the use of data to guide 
instruction [DF2011]. Imagine a world in which we 
have access to a huge database where we collect 
every detailed measure of every student's academic 
performance. This data could be used to design the 
most effective approaches to education, starting from 
reading, writing, and math, to advanced, college-
level, courses. We are far from having access to such 
data, but there are powerful trends in this direction. In 
particular, there is a strong trend for massive Web 
deployment of educational activities, and this will 
generate an increasingly large amount of detailed data 
about students' performance. It is widely believed that 
the use of information technology can reduce the cost 
of healthcare while improving its quality 
[CCC2011c], by making care more preventive and 
personalized and basing it on more extensive (home-

based) continuous monitoring. McKinsey estimates 
[McK2011] a savings of 300 billion dollars every 
year in the US alone.  

 
2. PHASES IN THE PROCESSING PIPELINE  
2.1 DATA ACQUISITION AND RECORDING  
Big Data does not arise out of a vacuum: it is 
recorded from some data generating source. For 
example, consider our ability to sense and observe the 
world around us, from the heart rate of an elderly 
citizen, and presence of toxins in the air we breathe, 
to the planned square kilometer array telescope, 
which will produce up to 1 million terabytes of raw 
data per day. Similarly, scientific experiments and 
simulations can easily produce peta-bytes of data 
today.  
Much of this data is of no interest, and it can be 
filtered and compressed by orders of magnitude. One 
challenge is to define these filters in such a way that 
they do not discard useful information. For example, 
suppose one sensor reading differs substantially from 
the rest: it is likely to be due to the sensor being 
faulty, but how can we be sure that it is not an artifact 
that deserves attention? In addition, the data collected 
by these sensors most often are spatially and 
temporally correlated (e.g., traffic sensors on the 
same road segment). We need research in the science 
of data reduction that can intelligently process this 
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raw data to a size that its users can handle while not 
missing the needle in the haystack. Furthermore, we 
require “on-line” analysis techniques that can process 
such streaming data on the fly, since we cannot afford 
to store first and reduce afterward.  
 
2.2 INFORMATION EXTRACTION AND 
CLEANING  
Frequently, the information collected will not be in a 
format ready for analysis. For example, consider the 
collection of electronic health records in a hospital, 
comprising transcribed dictations from several 
physicians, structured data from sensors and 
measurements (possibly with some associated 
uncertainty), and image data such as x-rays. 
 Rather we require an information extraction process 
that pulls out the required information from the 
underlying sources and expresses it in a structured 
form suitable for analysis. Doing this correctly and 
completely is a continuing technical challenge. Note 
that this data also includes images and will in the 
future include video; such extraction is often highly 
application dependent (e.g., what you want to pull out 
of an MRI is very different from what you would pull 
out of a picture of the stars, or a surveillance photo). 
In addition, due to the ubiquity of surveillance 
cameras and popularity of GPS-enabled mobile 
phones, cameras, and other portable devices, rich and 
high fidelity location and trajectory (i.e., movement 
in space) data can also be extracted.  

 
2.3 DATA INTEGRATION, AGGREGATION, AND 
REPRESENTATION  
 
Given the heterogeneity of the flood of data, it is not 
enough merely to record it and throw it into a 
repository. Consider, for example, data from a range 
of scientific experiments. If we just have a bunch of 
data sets in a repository, it is unlikely anyone will 
ever be able to find, let alone reuse, any of this data. 
With adequate metadata, there is some hope, but even 
so, challenges will remain due to differences in 
experimental details and in data record structure.  
Data analysis is considerably more challenging than 
simply locating, identifying, understanding, and 
citing data. For effective large-scale analysis all of 
this has to happen in a completely automated manner. 
This requires differences in data structure and 
semantics to be expressed in forms that are computer 
understandable, and then “robotically” resolvable. 
There is a strong body of work in data integration that 
can provide some of the answers. However, 
considerable additional work is required to achieve 
automated error-free difference resolution.  

 
2.4 QUERY PROCESSING, DATA MODELING, 
AND ANALYSIS 
Methods for querying and mining Big Data are 
fundamentally different from traditional statistical 
analysis on small samples. Big Data is often noisy, 

dynamic, heterogeneous, inter-related and 
untrustworthy. Nevertheless, even noisy Big Data 
could be more valuable than tiny samples because 
general statistics obtained from frequent patterns and 
correlation analysis usually overpower individual 
fluctuations and often disclose more reliable hidden 
patterns and knowledge. Further, interconnected Big 
Data forms large heterogeneous information 
networks, with which information redundancy can be 
explored to compensate for missing data, to 
crosscheck conflicting cases, to validate trustworthy 
relationships, to disclose inherent clusters, and to 
uncover hidden relationships and models.  

 
2.5 INTERPRETATION 
 Having the ability to analyze Big Data is of limited 
value if users cannot understand the analysis. 
Ultimately, a decision-maker, provided with the result 
of analysis, has to interpret these results. This 7 
interpretation cannot happen in a vacuum. Usually, it 
involves examining all the assumptions made and 
retracing the analysis. Furthermore, as we saw above, 
there are many possible sources of error: computer 
systems can have bugs, models almost always have 
assumptions, and results can be based on erroneous 
data. For all of these reasons, no responsible user will 
cede authority to the computer system. Rather she 
will try to understand, and verify, the results 
produced by the computer. The computer system 
must make it easy for her to do so. This is particularly 
a challenge with Big Data due to its complexity. 
There are often crucial assumptions behind the data 
recorded. 

 
 3. CHALLENGES IN BIG DATA ANALYSIS  
 
Having described the multiple phases in the Big Data 
analysis pipeline, we now turn to some common 
challenges that underlie many, and sometimes all, of 
these phases. 

 
3.1 HETEROGENEITY AND INCOMPLETENESS 
When humans consume information, a great deal of 
heterogeneity is comfortably tolerated. In fact, the 
nuance and richness of natural language can provide 
valuable depth. However, machine analysis 
algorithms expect homogeneous data, and cannot 
understand nuance. In consequence, data must be 
carefully structured as a first step in (or prior to) data 
analysis.  

 
3.2 SCALE  
Of course, the first thing anyone thinks of with Big 
Data is its size. After all, the word “big” is there in 
the very name. Managing large and rapidly increasing 
volumes of data has been a challenging issue for 
many decades.   

 
3.3 TIMELINESS  
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The flip side of size is speed. The larger the data set 
to be processed, the longer it will take to analyze. The 
design of a system that effectively deals with size is 
likely also to result in a system that can process a 
given size of data set faster. However, it is not just 
this speed that is usually meant when one speaks of 
Velocity in the context of Big Data. Rather, there is 
an acquisition rate challenge as described in Sec. 2.1, 
and a timeliness challenge described next.  There are 
many situations in which the result of the analysis is 
required immediately. For example, if a fraudulent 
credit card transaction is suspected, it should ideally 
be flagged before the transaction is completed – 
potentially preventing the transaction from taking 
place at all. Obviously, a full analysis of a user’s 
purchase history is not likely to be feasible in real-
time. Rather, we need to develop partial results in 
advance so that a small amount of incremental 
computation with new data can be used to arrive at a 
quick determination.  
 
3.4 PRIVACY  
The privacy of data is another huge concern, and one 
that increases in the context of Big Data. For 
electronic health records, there are strict laws 
governing what can and cannot be done. For other 
data, regulations, particularly in the US, are less 
forceful. However, there is great public fear regarding 
the inappropriate use of personal data, particularly 
through linking of data from multiple sources. 
Managing privacy is effectively both a technical and 
a sociological problem, which must be addressed 
jointly from both perspectives to realize the promise 
of big data.  

 
3.5 HUMAN COLLABORATION  
In spite of the tremendous advances made in 
computational analysis, there remain many patterns 
that humans can easily detect but computer 
algorithms have a hard time finding. Indeed, 
CAPTCHA’s exploit precisely this fact to tell human 
web users apart from computer programs. Ideally, 
analytics for Big Data will not be all computational – 
rather it will be designed explicitly to have a human 
in the loop. The new sub-field of visual analytics is 
attempting to do this, at least with respect to the 
modeling and analysis phase in the pipeline. There is 
similar value to human input at all stages of the 
analysis pipeline.  

 
4. SYSTEM ARCHITECTURE  
 

Companies today already use, and appreciate the 
value of, business intelligence. Business data is 
analyzed for many purposes: a company may perform 
system log analytics and social media analytics for 
risk assessment, customer retention, brand 
management, and so on. Typically, such varied tasks 
have been handled by separate systems, even if each 
system includes common steps of information 
extraction, data cleaning, relational-like processing 
(joins, group-by, aggregation), statistical and 
predictive modeling, and appropriate exploration and 
visualization tools. High volume, high velocity, or 
high variety. Big data comes from sensors, devices, 
video/audio, networks, log files, transactional 
applications, web, and social media - much of it 
generated in real time and in a very large scale. 
 
5. CONCLUSION  
 
We have entered an era of Big Data. Through better 
analysis of the large volumes of data that are 
becoming available, there is the potential for making 
faster advances in many scientific disciplines and 
improving the profitability and success of many 
enterprises. However, many technical challenges 
described in this paper must be addressed before this 
potential can be realized fully. The challenges include 
not just the obvious issues of scale, but also 
heterogeneity, lack of structure, error-handling, 
privacy, timeliness, provenance, and visualization, at 
all stages of the analysis pipeline from data 
acquisition to result interpretation.  
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